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Abstract—Code snippet adaptation is a fundamental activity
in the software development process. Unlike code generation,
code snippet adaptation is not a “free creation”, which re-
quires developers to tailor a given code snippet in order to
fit specific requirements and the code context. Recently, large
language models (LLMs) have confirmed their effectiveness in
the code generation task with promising results. However, their
performance on code snippet adaptation, a reuse-oriented and
context-dependent code change prediction task, is still unclear.
To bridge this gap, we conduct an empirical study to investigate
the performance and issues of LLMs on the adaptation task.
We first evaluate the adaptation performances of three popular
LLMs and compare them to the code generation task. Our result
indicates that their adaptation ability is weaker than generation,
with a nearly 15% decrease on pass@1 and more context-
related errors. By manually inspecting 200 cases, we further
investigate the causes of LLMs’ sub-optimal performance, which
can be classified into three categories, i.e., Unclear Requirement,
Requirement Misalignment and Context Misapplication. Based on
the above empirical research, we propose an interactive prompt-
ing approach to eliciting LLMs’ ability on the adaptation task.
Specifically, we enhance the prompt by enriching the context and
decomposing the task, which alleviates context misapplication
and improves requirement understanding. Besides, we enable
LLMs’ reflection by requiring them to interact with a human or
a LLM counselor, compensating for unclear requirement. Our
experimental result reveals that our approach greatly improve
LLMs’ adaptation performance. The best-performing Human-
LLM interaction successfully solves 159 out of the 202 identified
defects and improves the pass@1 and pass@5 by over 40%
compared to the initial instruction-based prompt. Considering
human efforts, we suggest multi-agent interaction as a trade-
off, which can achieve comparable performance with excellent
generalization ability. We deem that our approach could provide
methodological assistance for autonomous code snippet reuse and
adaptation with LLMs.

Index Terms—Code Snippet Adaptation, Large Language
Models, Prompt Engineering, Interactive Workflow

I. INTRODUCTION

With the thriving growth of the open-source community,
software reuse is widely adopted to efficiently deliver high-
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quality software products. Besides component-based reuse,
reusing online code snippets has become a common prac-
tice in modern software development [1]–[6]. These public
available snippets from various platforms, e.g., GitHub and
Stack Overflow, are widely reviewed and proofed by a large
number of open-source contributors. Compared to writing the
code from scratch, leveraging the recognized knowledge to
build software has lower cost and less risks [7]–[9]. How-
ever, online code snippets often fail to meet the specific
needs of developers. Hence, apart from simple copy-and-
paste, developers are usually required to adapt these code
snippets according to their development contexts to ensure
the correctness and maintainability of the code [10]–[12]. Over
the years, several code snippet adaptation techniques and tools
have been proposed to facilitate this daily activity [13]–[16],
but it is still a pending issue for its automation.

Recent advancements in artificial intelligence have been
marked by the emergence of large language models (LLMs),
such as ChatGPT [17]. These LLMs are distinguished by their
large scale of parameters and emergent abilities [18], [19] in
processing natural language, which stems from extensive train-
ing on diverse data sources. This training empowers them with
abilities applicable to numerous software engineering tasks,
e.g., code generation [20], [21], code summarization [22],
and automated program repair [20], [23]–[26]. Code snippet
adaptation can also be performed with LLMs’ generation
ability when the task is properly described. Therefore, it is
imperative to investigate the potential of LLMs to perform
adaptation.

LLMs are utilized through the “Pre-train, Prompt, and Pre-
dict” paradigm [27], which requires users to engage with them
through a set of textual inputs, i.e., prompt. Prompts enable
us to teach LLMs unseen tasks with no need for fine-tuning
them or modifying their architectures, known as programming
in natural language [28]. For instance, Alice could ask LLMs
to debug her code by simply entering “Please help me find
the bugs in the following code: <code>” as an input prompt.
Besides, the prompt selection could significantly influence the
capabilities of LLMs [27]–[29]. Therefore, crafting appropri-
ate prompts is the way of eliciting the ability of LLMs to



perform the corresponding task, which is known as “prompt
engineering” [28], [30]. However, it is challenging to design an
optimal prompt for code snippet adaptation. The reason is that
performing adaptations requires an accurate understanding of
its context. LLMs should be instructed to identify and strictly
adhere to the constraints of the context, e.g., dependencies on
specific fields and methods, like “dancing in the fetters”.

Therefore, we focus on the prompt engineering of code
snippet adaptation to explore and elicit LLMs’ capabilities.
To this end, we first conduct an empirical study to investigate
the effectiveness of LLMs and their limitations on code
snippet adaptation. Specifically, we evaluate the adaptation
performances of three popular LLMs based on the ClassEval
benchmark [21]. The results show that the best-performing
LLM, i.e., GPT-3.5, achieves 52.34, 60.98, and 47.05 on
pass@1, pass@5, and CodeBLEU. However, their adaptation
performance is inferior (15% in pass@1) to generation. There-
fore, we further investigate the issues of LLMs’ adaptations
on 200 sampled cases adapted by GPT-3.5. For each case,
we inspect the failed test cases and identify defects from the
adapted code. We find that adaptation includes more context-
related errors than generation, indicating LLMs’ unawareness
of the context. Then we annotate the origins and causes of
above defects. 74% of them are pre-existent and overlooked
by LLMs and significantly fewer adaptations are made actually
than required, highlighting LLMs’ laziness on adaptation.
Besides, we summarize three categories of the root causes
that lead to LLMs’ failures, including Unclear Requirement,
Requirement Misalignment and Context Misapplication.

Motivated by our observations, we propose an interactive
prompting approach to addressing identified LLMs’ issues
in adaptation. Our approach enriches the prompt with more
information to avoid LLMs’ context misapplication. It de-
composes the adaptation task with a multi-turn conversation
style to alleviate LLMs’ burden of understanding. Then we
integrates an interaction workflow, allowing LLMs to flip
their roles to refine the requirements by asking questions. The
interaction is implemented with two schemes, one through a
human-in-the-loop supervision and the other through a multi-
agent collaboration. The interaction compensates for unclear
requirements and enables LLMs’ reflection to identify their
confusion. The result demonstrates that Human-LLM interac-
tion achieves better performances, which solves 159 out of the
202 previously-identified defects and elevates the performance
by 41.4%, 42.6%, and 26.1% on pass@1, pass@5, and Code-
BLEU. However, human interventions may incur labor costs.
As a trade-off, our proposed Multi-Agent interaction could
achieve comparable performance (only about 5% decrease in
pass@5) and also have promising generalization ability on
both conversational and instruction-tuned LLMs.

In summary, this paper makes the following contributions:

• To the best of our knowledge, we conduct the first study
to evaluate the effectiveness of LLMs on the code snippet
adaptation task. Our results demonstrate that the adaptation
task is more challenging for LLMs than generation.

• We find that LLMs are lazy adaptation makers and have
weak context awareness. Furthermore, we summarize three
categories of nine causes of their failures in adaptation,
revealing their current limitations.

• We propose a novel interactive prompting approach to
utilizing LLMs’ in code snippet adaptation. It provides an
effective use of LLMs in software reuse tasks, supporting
current reuse-oriented software engineering methodology.

• Our accessible source code and annotated data1 will facili-
tate the replication and application of our study.
The rest of this paper is organized as follows: Section II

describes our empirical study. Section III introduces our inter-
active prompting approach. Section IV evaluates our proposed
approach. Section V discusses the related work of this study.
Section VI presents threats to validity, and Section VII con-
cludes the paper.

II. EMPIRICAL STUDY

A. Research Questions

To evaluate the performance and issues of LLMs in code
snippet adaptation, we structure the goal of our empirical study
in the following research questions.

RQ1: How effective are LLMs on the adaptation task?
Existing studies have evaluated LLMs’ performance on a
wide spectrum of software engineering tasks. However, their
effectiveness on the code snippet adaptation task remains unex-
plored. To this end, we investigate the adaptation performance
of three widely used LLMs’ in different settings.

RQ2: What are the current issues of LLMs’ adaptations?
To better utilize LLMs for code snippet adaptation, it is
necessary to understand their current limitations from their
adaptation results. To this end, we analyze the test results
of the adapted code and their failure-inducing defects by
inspecting 1,000 GPT-3.5 adapted snippets in 200 cases.

RQ3: What are the root causes of LLMs’ adaptation
failures? This RQ aims to understand why LLMs fail to
adapt snippets to their context. To achieve this goal, we
conduct a thematic analysis to summarize the underlying
reasons of LLMs’ failures. The answer is of great importance
to understanding their nature of performing adaptations.

B. Study Design

Our empirical study follows a mixed-method research
methodology. Fig. 1 describes its framework. As there is no
benchmark for code snippet adaptation, we first supplement
a code generation benchmark, ClassEval, with a simulated
snippet retrieval process, in which a group of retrieved snippets
are generated as the adaptation source. The core task for
LLMs is to adapt these snippets correctly to their class
context. To this end, we design a code snippet adaptation
prompt to instruct LLMs to complete the task. Finally, through
quantitative and qualitative test analysis, we evaluate LLMs’
adaptation performance and summarize their issues and root
causes from failed cases.

1https://github.com/ztwater/Instruct-or-Interact.
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Adaptation

Code Snippet Adaptation Prompt

def add(current_status, new_status):
if not isinstance(current_status, str) or \

not isinstance(new_status, str):
raise TypeError("Parameters must be of type str")

return current_status + new_status

Retrieved Snippet

Requirement Retrieved Snippet

def add(self, states: int, stat: int) -> int:
if not isinstance(states, int) or \

not isinstance(stat, int):
raise TypeError("Parameters must be of type int")

return states + stat

Adapted Snippets

Run Test Suite

Failed Test InfoTest Results
Failed Test Case 1:
TypeError: add() missing 
1 required positional 
argument: 'stat'.

AssertionError: 4 != 2.
Failed Test Case 2:

Defect Identification
Defect 1: Wrong method signature.

def add(self, states: int, stat: int)

Defect 2: Wrong calculation logic.
return states + stat

Manual Annotation

Defect 1 Type:   Unexpectedly Adapted
Cause: Method Signature Misalignment

Defect 2 Type:   Overlooked
Cause: Operational Logic Misalignment

Benchmark

@staticmethod
def add(states, stat):
"""
Add a status to the current 

status, and check the parameters 
whether they are legal.

"""

Requirement

# This is a utility class that ...
class BitStatusUtil:

@staticmethod
def has(args): ...

@staticmethod
def check(args): ...

Class Context

class BitStatusUtilTestAdd():
def test_add(self): ...
def test_add_2(self): ...

Test Suite

Class Context

Requirement

Fig. 1. The framework of our empirical study.

Snippet Retrieval. To support the evaluation of code snip-
pet adaptation, we supplement ClassEval with retrieved snip-
pets. Typically, developers retrieve the snippets for reuse by
searching and selecting from online open-source communities.
However, this process is traditionally labor-intensive, requiring
precise query formulation and answer selection. To streamline
this, we leverage GPT-3.5 to simulate snippet retrieval by only
providing the method name and its description as requirement.
For each method in the benchmark, we obtain a “general”
snippet as the source and LLMs will further adapt it to the
specific class context. Our prompt used in snippet retrieval is
discussed below and shown in Fig. 2.

Prompt Design. In line with the established practices for
instructing LLMs [21], [31], we develop the prompt skeleton
comprising two parts: 1) a general system prompt and 2) an
instruction prompt detailing the specific requirements for the
task. Our prompts for code retrieval (data preparation), code
generation (baseline), and code snippet adaptation follow this
two-part structure and are differentiated by their instruction
contents, as shown in Fig. 2. For code retrieval, its prompt
includes only the task description without additional context,
while the code generation prompt also incorporates class
context and the target method description at the end. The
adaptation prompt further includes the retrieved snippet. Our
design aligns with current guidelines [32], which advocate for
clear separation of different prompt components using model-
friendly markers like “###”. This approach not only aids in
clarity but also enhances LLMs’ ability to process the prompts.

Below is an instruction that describes a task. Write a response that appropriately completes the request.
Instruction:
[Instruction Body]
Please write out the generated/adapted method completely in the Response section.

Response:

Please complete the method `[Method Name]` 
in the following class `[Class Name]`:

Class Context:
For member methods in the following class 
context, only their signatures are retained.
[Class Skeleton]

[Method Description]

Please adapt the provided method `[Method 
Name]` to the class context of: `[Class 
Name]`. The adapted method should perform 
the function in the following description:
[Method Description]

Please write a Python method `[Method Name]` 
to complete the function: [Method Function].

Retrieved Snippet:
[Method Body]

You are a helpful assistant.

Class Context:
For member methods in the following class 
context, only their signatures are retained.

[Class Skeleton]

System 
Prompt 

Instruction 
Prompt 

Instruction 
Body 

Ⅰ. Code Retrieval Prompt (Data Preparation)

Ⅱ. Code Generation Prompt (Baseline)

Ⅲ. Code Snippet Adaptation Prompt

Fig. 2. The prompt design of code retrieval, code generation and code snippet
adaptation.

Test Analysis. We perform manual test analysis to identify
the issues and root causes of LLMs’ adaptations based on
the ClassEval benchmark [21] (see Section II-C). To this end,
we randomly select 200 of 410 methods, which exceeds the
sample size required for a 95% confidence level and a 5%
margin of error. Leveraging ClassEval’s test suites, the first
and fifth authors identify defects in the adapted methods from
the failed test cases. Given that defects are not necessarily
introduced by adaptations, e.g., the retrieved snippet does not
satisfy the requirement, we annotate all identified defects into
three types based on their origins: 1) Overlooked: The defect
exists before adaptation and has not been adapted by LLM;
2) Invalidly Adapted: The defect exists before adaptation, and
it is adapted incorrectly by LLM; 3) Unexpectedly Adapted:
The defect emerges after adaptation due to incorrect LLM’s
adaptations. Disagreements are initially discussed between the
two annotators, and unresolved cases are further reviewed by
the second author for a majority decision. Eventually, the
identified defects and their types are approved by all three an-
notators. The Cohen’s Kappa value [33] of the classification is
0.88, which indicates a strong agreement between annotators.

Moreover, we employ thematic analysis [34], [35] to in-
vestigate root causes of our identified defects. The same
two authors independently annotate all sampled methods with
their root cause descriptions. This labeling process focuses
on discrepancies between the adapted snippets and canonical
solutions. Subsequently, the annotators re-read and group the
codes with similar descriptions and generate the initial themes
for their root causes. Then they iteratively re-evaluate and
group the themes until they are established. The final themes
are consolidated and refined by the authors, ensuring they
accurately reflect the underlying issues.

To support our annotation, we build an interface for each
adaptation, which displays the original requirement, reused
code snippet, LLM-adapted code, canonical solution, and test
results. All participants in this study have over five years of
Python programming experience. Eventually, we obtain three
categories of causes, i.e., Unclear Requirement, Require-
ment Misalignment, and Context Misapplication, which are
further explained in Section II-F.

C. Experiment Setting

Dataset. Our study utilizes the ClassEval benchmark [21] to
evaluate LLMs’ adaptations. ClassEval, originally a class-level



code generation benchmark comprising 100 Python classes
and their associated test suites, is apt for our context-dependent
adaptation task. Besides, ClassEval is a manually crafted
dataset covering diverse topics, which simulates real software
development scenarios. It was released in 2023 and hence
could mitigate the training data exposure for LLMs. Based
on ClassEval, we obtain the class-level context by excluding
the target method and all other methods dependent on it (i.e.,
caller methods) for each class. Finally, we derive 410 method-
level adaptation cases by pairing our retrieved snippets with
their corresponding context.

Studied Models. We select three widely studied LLMs,
including one conversational LLM (GPT-3.5 [17]) and two
instruction-tuned code LLMs (CodeLlama [36], Llama-3 [37]).
These LLMs are chosen for their capability to interpret natural
language prompts, which allows us to instruct them for code
snippet adaptation. For GPT-3.5, we use gpt-3.5-turbo-0613
checkpoint [17] through the OpenAI API. As for instruction-
tuned LLMs, we select the 7B, 13B and 34B versions for
CodeLlama and the 8B version for Llama-3.

Baseline. As there is not a general-purpose predictive ap-
proach for code snippet adaptation, we utilize code generation
with LLM as our baseline to evaluate the current situation of
LLMs’ adaptation. The prompt used is shown in Fig. 2. Our
design ensures a fair comparison between code generation and
code snippet adaptation prompts by providing the same level
of details in the context according to the taxonomy outlined by
Santu et al. [38]. Their difference is that adaptation requires
LLMs to perform the task based on the retrieved snippet.

Evaluation Metrics. We use the pass@k as our primary
metric to evaluate the correctness of the generated adaptations
by LLMs. It measures the likelihood of problem-solving within
k attempts based on unit test performance.

pass@k = EProblems

[
1−

(
n−c
k

)(
n
k

) ] (1)

where k represents the number of candidates sampled from all
results with the total number of n. c is the number of samples
that pass the tests. Considering the generation cost, we set n
to 5 in line with previous work [21]. Specifically, we calculate
pass@1 and pass@5 for each adaptation case, reflecting both
the accuracy and practical solution-finding efficiency, i.e.,
whether a solution can be found by skimming through at most
5 snippets generated by LLMs.

Furthermore, we also adopt CodeBLEU [39] as a com-
plementary evaluation metric. It considers the n-gram match
and syntactic and semantic similarity via abstract syntax trees
(ASTs) and data flow. We use it to evaluate similarities
between generated snippets and canonical solutions, offering
insights beyond mere test pass rates.

Implementation Details. To alleviate the impact of LLMs’
response randomness, we employ nucleus sampling [40] ac-
cording to previous studies [21]. For each task, five responses
are randomly generated and collected for evaluation. Our
experiments also explore the impact of temperature settings

(0 to 1, at 0.2 intervals) on LLMs’ performance. We set the
maximum token window to 2,048 for all LLMs, ensuring
consistent context lengths. All experiments are conducted with
two GeForce RTX 4090-24G GPU.

D. RQ1: LLMs’ Adaptation Performance

Table I illustrates the performance of our selected LLMs
in different temperature settings and parameter sizes. For the
adaptation task, GPT-3.5 performs the best, achieving 52.34
and 60.98 in pass@1 and pass@5 respectively. Llama-3-8B
ranks the second with a competitive pass@5 score 58.29 when
the temperature is 0.6, but its pass@1 is much lower than GPT-
3.5. The performance of CodeLlama on all parameter sizes are
similar and inferior to the above two LLMs. Its best pass@1
and pass@5 are 40.10 and 50.24. Specifically, CodeLlama-
34B achieves the best pass@1 and CodeBLEU scores, while
its 7B version behaves better when the temperature rises.

As for the temperature parameter, its optimal setting of
GPT-3.5 is 0.8 on the adaptation task, as evidenced by a
marginal improvement in pass@1 and a significant improve-
ment in pass@5 (p < 0.001, Mann-Whitney U test [41]). For
instruction-tuned LLMs, there is a similar trend. The lower
temperature leads to better pass@1 and CodeBLEU scores.
A slightly higher temperature, e.g., 0.6 or 0.8, improves the
pass@5 score. The reason behind is that a higher temperature
introduces more variability in LLMs’ outputs, facilitating a
broader exploration of potential adaptations. In contrast, a
temperature setting of 0 stabilizes the generated code structure,
resulting in higher CodeBLEU scores. In all, we adopt the
optimal temperature setting, i.e., 0.8, for GPT-3.5 in the
following experiments.

Taking the best performing LLM (i.e., GPT-3.5) as an
example, its performance in code snippet adaptation exhibits
a decrease of 14.73, 14.63, and 8.40 in pass@1, pass@5,
and CodeBLEU compared to that of code generation. As
introduced in Section II-B, their prompts contain the same
contextual information. The reason behind the performance
gap may be that GPT-3.5 is a generative model designed
for predicting the next token, making it well-suited for code
generation from scratch. However, adaptation tasks require the
comprehension of multiple fragments of a compound corpus
and context-based modifications to existing code snippets. This
poses a challenging task for current generative LLMs.

In addition to the model type, size and its temperature
setting, which can be seen as factors from the model aspect,
factors from the task aspect may also impact LLMs’ adaptation
performance, e.g., the complexity of the task. In our study,
we use the adaptation size, a.k.a., the number of the required
AST edits from retrieved snippet to the canonical solution as
the measure for task complexity.

Fig. 3 illustrates the distribution of the adaptation size
and its relationship with the pass@1 score of GPT-3.5. All
adaptation cases are grouped into seven by the adaptation size
with an interval of 10. The majority of the cases have the
adaptation size below 30. There is a decreasing trend of GPT-
3.5’s pass@1 with the rising of adaptation size. Two obvious



TABLE I
ADAPTATION PERFORMANCE OF LLMS IN DIFFERENT TEMPERATURE SETTINGS

Model Temperature=0 Temperature=0.2 Temperature=0.4 Temperature=0.6 Temperature=0.8 Temperature=1
p@1 p@5 CB p@1 p@5 CB p@1 p@5 CB p@1 p@5 CB p@1 p@5 CB p@1 p@5 CB

GPT-3.5 51.17 51.95 47.51 51.37 55.85 47.50 51.90 57.80 47.45 51.90 57.56 47.23 52.34 60.98 47.05 51.46 60.24 46.80
CodeLlama-7B 39.61 39.76 42.13 37.61 45.37 41.87 37.22 48.54 41.57 34.10 47.32 40.39 32.10 49.51 38.90 29.95 49.02 36.95
CodeLlama-13B 34.24 34.63 40.30 34.20 44.63 40.12 33.51 48.54 39.24 30.49 48.78 36.98 26.63 47.07 34.52 22.98 47.07 31.36
CodeLlama-34B 40.10 40.49 43.12 39.17 46.83 42.89 36.00 47.80 40.27 32.78 49.51 37.56 28.63 49.02 34.24 24.83 48.29 31.88

Llama-3-8B 45.61 46.59 45.80 45.32 52.68 45.92 43.80 55.37 45.72 42.24 58.29 45.34 41.27 57.80 45.06 39.07 55.61 44.52
GPT-3.5-Gen 66.49 67.07 55.91 66.98 70.98 55.87 67.07 73.17 55.56 66.93 74.15 54.47 65.27 75.61 54.23 64.49 73.66 53.46

drops in the pass@1 occur when the adaptation size exceeds
30 and 60. The trend indicates that LLMs’ ability to accurately
complete adaptations is negatively correlated with the scale of
adaptations.
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Fig. 3. The distribution of the adaptation size and its relationship with the
pass@1 score of GPT-3.5 model on the adaptation task.

Finding 1: GPT-3.5 with the temperature of 0.8 achieves
the best adaptation performance. However, there is still a
15% gap compared to generation. Besides, LLMs’ adapta-
tion performance decreases when the adaptation size rises.

E. RQ2: Issues in LLMs’ Adaptations

To obtain an in-depth understanding of the issues of LLMs’
sub-optimal adaptation performance, we perform test analysis
on the results of the most advanced model, GPT-3.5, with its
best settings in RQ1. Among 200 selected cases, there are a
total of 87 cases where all five adapted snippets passed all the
tests. There are 35 cases where at least one adaptation passed
the tests and 78 cases where all adaptations failed.
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Fig. 4. The distribution of test error types of GPT-3.5’s adaptation (1,685 in
total) and generation (871 in total). Errors with fewer occurrences are in the
Other category.

TABLE II
IDENTIFIED DEFECTS AND THEIR TYPES REGARDING THE ORIGINS

# Defect # Defect Inst. Defect Type
INV OVE UNE

Avg. 1.01 3.56 0.66 2.66 0.27
Total 202 712 131 (18%) 527 (74%) 54 (8%)
∗OVE, INV and UNE denote Overlooked, Invalid Adapted, and Unexpected
Adapted, respectively.

We first compare the distribution of test errors during the
adaptation to that in generation, as depicted in Fig. 4. The
total number of errors in the adaptation and generation task are
1,685 and 871, respectively. The most prevalent error in both
tasks is the AssertionError, which indicates requirements are
not fully satisfied in most failed cases. It is worth noting that
failed adaptations include more NameErrors, TypeErrors and
AttributeErrors, accounting for 47.0% of all adaptation errors.
Specifically, NameErrors and AttributeErrors are caused by
using undefined identifiers in the context. TypeErrors contain
illegal operands, access violations and method calls incon-
sistent with their signatures, due to the misapplication of
elements in the context. The high proportion of these context-
related errors highlights that adaptation exhibits less awareness
of the target class context compared to generation.

Through test analysis, we obtain 202 defects with 712
instances from GPT-3.5 adaptations across 200 methods. Their
types are illustrated in Table II. In general, each adaptation
case contains an average of 1.01 defects and 3.56 instances.
Among 712 defect instances, the Overlooked category consti-
tutes 74%, with 527 instances where GPT-3.5 overlooked pre-
existing defects in the given snippet. Invalid Adapted defects
account for 18%, which indicates GPT-3.5 could not always
resolve identified defects completely during the adaptation.
It is worth noting that there are also 54 defect instances
categorized as Unexpected Adapted, e.g., GPT-3.5 wrongly
transformed a static method to a non-static one.

The above result indicates that GPT-3.5 is less capable of
addressing the pre-existing defects in retrieved snippets that
do not conform to requirements. Furthermore, we compare
the number of adaptations done by GPT-3.5 with the required
adaptation size, i.e., the number of AST edits needed to
obtain the canonical solution, by Mann-Whitney U Test. As
illustrated in Fig. 5, the number of adaptations done by GPT-
3.5 is significant smaller than required adaptations (p < 0.001,
Mann-Whitney U test). It only makes about half of the required



TABLE III
CAUSES FOR FAILURES IN LLMS’ ADAPTATIONS

Category Subcategory # Defect

Unclear Requirement Ambiguous Literal 11
Unspecific Instruction 2

Requirement Misalignment
Method Signature 40
Operational Logic 76
Error/Edge Case Handling 28

Context Misapplication

Field Misapplication 13
Method Misapplication 11
Environment-related Misapplication 17
Internal Context Misapplication 4

adaptations on average. The result implies that GPT-3.5 is
“lazy” and tend to maintain the original implementation in the
given snippet by only making small-scale adaptations, leav-
ing a number of overlooked defects. Therefore, the primary
challenge when adapting code with LLMs lies in effectively
promoting them in identifying potential defects in previously
memorized code snippets.
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RequiredC
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Fig. 5. Comparison between the number of adaptations GPT-3.5 actually
made and the required adaptation size.

Finding 2: Among 200 selected cases, GPT-3.5’s adap-
tations made more context-related errors than generation,
indicating its context unawareness in adaptation. The dis-
tribution of defect types and the actual adaptation size
highlight its laziness on the adaptation task.

F. RQ3: Root Causes of LLMs’ Failures

Though thematic analysis, we further summarize the root
causes of our identified defects. As shown in Table III, three
major categories and nine subcategories are obtained.

Unclear Requirement refers to the adaptation failures
where developers describe their requirements vaguely or am-
biguously in the prompt. LLMs can hardly identify the po-
tential issues in the retrieved snippet and perform intended
adaptations without a specific and accurate clarification. Under
this category, we identify two subcategories.

Ambiguous Literal (11): Developers’ requirement may in-
clude key concepts with multiple interpretations. Limited by
the training data, LLMs are prone to be misled by these
ambiguous expressions and generate erroneous adaptations.
For instance, the requirement of the calculate sector area
method (ClassEval 5) specifying a parameter angle as ”an-
gle of sector” without indicating whether it is measured in
degrees or radians. Likewise, the FidelityPromo method (Clas-
sEval 33) requires LLMs to “calculate the discount” without

indicating whether the returned discount is a percentage, a
rate or a numerical value. LLMs failed in both cases as they
misinterpreted the above concepts. This subcategory indicates
LLMs are sensitive to certain literals, thus ambiguous ones
may prevent LLMs from correctly adapting the snippet.

Unspecific Instruction (2): Developers may use overly con-
cise language to describe their requirement, making it difficult
for LLMs to determine the specific details of the task or
the desired outcome. This issue is more serious in highly
customized and complex task. For instance, the filter method
(ClassEval 0) describes its requirement as “filter the incoming
request based on certain rules and conditions.” It is hard for
LLMs to make adaptations without the specific constraints.

Requirement Misalignment refers to LLMs’ failures when
aligning the function in the retrieved snippet to the requirement
during the adaptation. Different from the Unclear Requirement
category, developers explain the instructions clearly in the
requirement part. This pitfall highlights LLMs’ preferences
to overgeneralization instead of being restricted.

Method Signature (40): This subcategory describes the
misalignment of the signature of adapted method. Although
we provide the correct and complete signature through the
instructions, LLM’s adapted method may mismatch the pro-
vided signature. The issues include changing a static method
to a non-static one, adapting the method with a new name,
wrongly adapting the parameter types or numbers, returning a
wrong type of value, etc. It indicates that LLMs’ inability to
subject to the basic constraints for code.

Operational Logic (76): This subcategory refers to LLMs’
failures to infer and adapt the specific operations the snippet
performs, including algorithms, conditionals, and how the code
processes the inputs or achieves the desired outputs. Hence,
the mismatch of the adapted logic and the requirement leads
to failed tests. For instance, the previous song method (Clas-
sEval 61) requires the LLM to “switch to the previous song in
the playlist” and “return False if there was no previous song.”
The LLM retained the looping logic through the playlist, as
shown in Fig. 6. Additionally, LLMs may autonomously apply
string case-insensitivity (i.e., “lower()”) or round off numerical
computations (i.e., “round()”) during the adaptation. Above
cases indicate LLMs’ reasoning relies heavily on existing
knowledge and statistically frequent solutions, even when they
conflict with proposed new requirements.

# GPT-3.5 Adaptation: example filtering rule
if request.get('param') == 'allowed_value':

filtered_request = request

# Canonical Solution
if current_index > 0:

self.current_song = self.playlist[current_index - 1]

# GPT-3.5 Adaptation: operation logic misalignment
previous_index = (current_index - 1) % len(self.playlist)
self.current_song = self.playlist[previous_index]

# GPT-3.5 Adaptation: mishandle the edge case
if inner_radius >= outer_radius:

return "Error: Inner radius must be smaller 
than outer radius."

# Input
order.cart = [{'product': 'product', 'quantity': 14,
'price': 23.5}]

# Canonical Solution
n_products = len({item['product'] for item in order.cart})

# GPT-3.5 Adaptation: field misapplication
n_products = len(set(order.cart)) # TypeError

# Canonical Solution
for move in self.get_possible_moves(current_state):

new_state = self.move(current_state, move)

# GPT-3.5 Adaptation: method misapplication
for next_state in self.get_possible_moves(current_state)

# Canonical Solution
page = reader.pages[page_num]

# GPT-3.5 Adaptation: environment-related misapplication
page = reader.getPage(page_num) # deprecated API

# Error information: 
reader.getPage(pageNumber) is deprecated and was removed 
in PyPDF2 3.0.0. Use reader.pages[page_number] instead.

# Canonical Solution
self.cursor.execute('''UPDATE books SET available = 0 WHERE 
id = ?''', (book_id,))

# GPT-3.5 Adaptation: wrong column name in table
self.cursor.execute('''UPDATE books SET status = 'borrowed' 
WHERE id = ?''', (book_id,))

Fig. 6. A Failed Adaptation Example for Misalignment in Operational Logic.

Error Handling and Edge Cases (28): This cause refers
to LLMs’ inability to handle unexpected inputs and edge
cases correctly, focusing on the robustness aspect of their
adapted code. LLMs may ignore handling, mishandling or
overly handling the special case, which caused the adapted



method cannot pass all tests. For example, in the method
calculate annulus area, the LLM mishandled the special case
when the inner radius of the sector is equals to the outer radius.
It returned an error string instead of zero.

Context Misapplication refers to LLMs’ misuse of the
context knowledge, i.e., data, code, internal representations.
We further divided it into four subclasses, including field
misapplication, method misapplication, environment-related
misapplication and internal context misapplication.

Field Misapplication (13): This refers to LLMs’ misinter-
pretation and misuse of fields. As shown in Fig. 7, the cart
field is a list of dictionaries representing different products.
The LLM misinterpreted the semantics of the field and con-
verted the list to a set, leading to TypeError because the dict
type is unhashable in Python.

# GPT-3.5 Adaptation: example filtering rule
if request.get('param') == 'allowed_value':

filtered_request = request

# Canonical Solution
if current_index > 0:

self.current_song = self.playlist[current_index - 1]

# GPT-3.5 Adaptation: operation logic misalignment
previous_index = (current_index - 1) % len(self.playlist)
self.current_song = self.playlist[previous_index]

# GPT-3.5 Adaptation: mishandle the edge case
if inner_radius >= outer_radius:

return "Error: Inner radius must be smaller 
than outer radius."

# Input
order.cart = [{'product': 'product', 'quantity': 14,
'price': 23.5}]

# Canonical Solution
n_products = len({item['product'] for item in order.cart})

# GPT-3.5 Adaptation: field misapplication
n_products = len(set(order.cart)) # TypeError

# Canonical Solution
for move in self.get_possible_moves(current_state):

new_state = self.move(current_state, move)

# GPT-3.5 Adaptation: method misapplication
for next_state in self.get_possible_moves(current_state)

# Canonical Solution
page = reader.pages[page_num]

# GPT-3.5 Adaptation: environment-related misapplication
page = reader.getPage(page_num) # deprecated API

# Error information: 
reader.getPage(pageNumber) is deprecated and was removed 
in PyPDF2 3.0.0. Use reader.pages[page_number] instead.

# Canonical Solution
self.cursor.execute('''UPDATE books SET available = 0 WHERE 
id = ?''', (book_id,))

# GPT-3.5 Adaptation: wrong column name in table
self.cursor.execute('''UPDATE books SET status = 'borrowed' 
WHERE id = ?''', (book_id,))

Fig. 7. A Failed Adaptation Example for Field Misapplication.

Method Misapplication (11): Similarly, method misapplica-
tion indicates LLMs’ method misuse, e.g., invoking wrong
methods, invoking them with wrong parameters, misinter-
preting the return value, etc. For instance, in the solve
method (ClassEval 35), the LLM mistook the return value of
get possible moves method as the next state rather than the
move for next state calculation, leading to a TypeError.

# GPT-3.5 Adaptation: example filtering rule
if request.get('param') == 'allowed_value':

filtered_request = request

# Canonical Solution
if current_index > 0:

self.current_song = self.playlist[current_index - 1]

# GPT-3.5 Adaptation: operation logic misalignment
previous_index = (current_index - 1) % len(self.playlist)
self.current_song = self.playlist[previous_index]

# GPT-3.5 Adaptation: mishandle the edge case
if inner_radius >= outer_radius:

return "Error: Inner radius must be smaller 
than outer radius."

# Input
order.cart = [{'product': 'product', 'quantity': 14,
'price': 23.5}]

# Canonical Solution
n_products = len({item['product'] for item in order.cart})

# GPT-3.5 Adaptation: field misapplication
n_products = len(set(order.cart)) # TypeError

# Canonical Solution
for move in self.get_possible_moves(current_state):

new_state = self.move(current_state, move)

# GPT-3.5 Adaptation: method misapplication
for next_state in self.get_possible_moves(current_state)

# Canonical Solution
page = reader.pages[page_num]

# GPT-3.5 Adaptation: environment-related misapplication
page = reader.getPage(page_num) # deprecated API

# Error information: 
reader.getPage(pageNumber) is deprecated and was removed 
in PyPDF2 3.0.0. Use reader.pages[page_number] instead.

# Canonical Solution
self.cursor.execute('''UPDATE books SET available = 0 WHERE 
id = ?''', (book_id,))

# GPT-3.5 Adaptation: wrong column name in table
self.cursor.execute('''UPDATE books SET status = 'borrowed' 
WHERE id = ?''', (book_id,))

Fig. 8. A Failed Adaptation Example for Method Misapplication.

Environment-related Misapplication (17): This refers to
LLMs’ misinterpretation of the environment, i.e., the
scope/boundary of the context and its available resources. For
instance, LLMs may use unimported packages, non-existent
methods or deprecated APIs. Without the precise perception
of the environment, LLMs could also omit the package name,
leading to a series of NameErrors.

Internal Context Misapplication (4): This refers to LLMs’
inability to comprehend and operate the internal context, e.g.,
tables in the database. As illustrated in Fig. 9, the LLM failed
to identify the schema of the books table through its creation
and wrongly applied an UPDATE operation to the table and
caused sqlite3.OperationalError. It raises the concerns for the
implicit context when using LLMs to make adaptations in
certain domain specific scenarios.

# GPT-3.5 Adaptation: example filtering rule
if request.get('param') == 'allowed_value':

filtered_request = request

# Canonical Solution
if current_index > 0:

self.current_song = self.playlist[current_index - 1]

# GPT-3.5 Adaptation: operation logic misalignment
previous_index = (current_index - 1) % len(self.playlist)
self.current_song = self.playlist[previous_index]

# GPT-3.5 Adaptation: mishandle the edge case
if inner_radius >= outer_radius:

return "Error: Inner radius must be smaller 
than outer radius."

# Input
order.cart = [{'product': 'product', 'quantity': 14,
'price': 23.5}]

# Canonical Solution
n_products = len({item['product'] for item in order.cart})

# GPT-3.5 Adaptation: field misapplication
n_products = len(set(order.cart)) # TypeError

# Canonical Solution
for move in self.get_possible_moves(current_state):

new_state = self.move(current_state, move)

# GPT-3.5 Adaptation: method misapplication
for next_state in self.get_possible_moves(current_state)

# Canonical Solution
page = reader.pages[page_num]

# GPT-3.5 Adaptation: environment-related misapplication
page = reader.getPage(page_num) # deprecated API

# Error information: 
reader.getPage(pageNumber) is deprecated and was removed 
in PyPDF2 3.0.0. Use reader.pages[page_number] instead.

# Canonical Solution
self.cursor.execute('''UPDATE books SET available = 0 WHERE 
id = ?''', (book_id,))

# GPT-3.5 Adaptation: wrong column name in table
self.cursor.execute('''UPDATE books SET status = 'borrowed' 
WHERE id = ?''', (book_id,))

Fig. 9. A Failed Adaptation Example for Internal Context Misapplication.

Finding 3: The main causes for GPT-3.5’s adaptation
failures are Requirement Misalignment and Context Misap-
plication, highlighting LLMs’ nature of overgeneralization
and inattention to constraints. Besides, unclear require-
ments may also influence their adaptation performance
when necessary information are missing.

III. OUR PROMPTING APPROACH

Our empirical results demonstrate that the adaptation perfor-
mance of LLMs is sub-optimal when using current instruction-
based prompt (denoted as Initial Prompt). Therefore, to ad-
dress the current pitfalls of LLMs, we propose an interac-
tive prompting approach to utilizing LLMs in code snippet
adaptation. We first enhance our prompt by enriching the
context and decomposing the task. The resulting prompt is
denoted as Enhanced Prompt. Additionally, we integrate an
interactive workflow to the prompt-based conversation through
a “flipped interaction” process to utilize LLMs’ reflection
ability. It is implemented with two schemes, one through a
human-LLM collaboration and the other through a multi-agent
collaboration. The resulting prompts are denoted as Human-
LLM Prompt and Multi-Agent Prompt. The detailed design is
described in the following.

A. Prompt Enhancements

Enrich the Context. In real adaptation scenarios, devel-
opers may possess complete method code in their context
rather than merely a class skeleton. Therefore, we first con-
sider expanding the class context in the Initial Prompt to
alleviate the Context Misapplication issue. Specifically, we
provide docstrings, input-output descriptions, and complete
implementations for all the methods independent from the
target. This information suggests the function and correct
usage of contextual elements. Furthermore, we extract and
specify dependencies of the target method to alleviate the
Requirement Misalignment issue. It pushes LLMs to adapt the
misaligned requirements with explicit dependency constraints.
We implement this by adding the following statements to the
end of the instruction body: “It should be implemented using
libraries: [Packages], fields: [Fields], methods: [Methods].”
or “It should be implemented without using any external
libraries, member variables, or methods.”

Decompose the Task. The adaptation prompt encompasses
requirements, the reused snippet, and the class context. Its
overwhelming information leads to LLMs’ misinterpretation
of the requirements and the context. We consider decomposing
the adaptation task into context understanding and adaptation



prediction process to further resolve the Requirement Mis-
alignment and Context Misapplication issues. Specifically, we
re-organize our prompt design as a multi-turn conversation, as
described in the Fig. 10(a). In the first turn, we only address
the context understanding task by simply providing the class
context. The followed instruction makes LLMs understand
the context but do not generate explanations to reduce costs.
In the second turn, we require LLMs to predict adaptations.
Splitting the lengthy prompt to shorter ones may alleviate
LLMs’ burden of handling extremely long context and make
them solve the task step by step. Remembering the target class
context before adaptation could also refresh their pre-existing
knowledge, hence addressing their overgeneralization nature.

B. Interactive Workflow Integration

Our empirical findings suggest it is challenging for LLMs
to adapt code snippets accurately in a single iteration, partic-
ularly with Unclear Requirement. Drawing inspiration from
the communication process between users and developers
in software requirement elicitation, we introduce a “flipped
interaction” process [42] into the prompting process. Its core
idea is to utilize the reflection ability of LLMs. Specifically, we
require LLMs to assess the sufficiency and clarity of existing
information for the adaptation task. If LLMs are aware of any
missed information or any confusion, they could ask questions
for more information in the subsequent conversation. This
process encourages LLMs to comprehend the adaptation task
actively and to refine their memories with information they
concern about. To answer the raised questions, we implement
this interaction with the following two schemes.

Human-LLM Interaction. The first scheme, Human-LLM
Prompt, requires developers to provide feedback for LLMs’
questions, as shown in Fig. 10(b). To enable a fair com-
parison with automated prompting approaches, we provide
the Enhanced Prompt for our participants to understand the
requirement, snippet and the target context. Similar to the
automated prompting process, our participants should repeat-
edly interact with LLMs 5 times on each adaptation task to
eliminate randomness. To reduce the bias introduced by human
repetition, we required participants to provide consistent an-
swers to the same or similar questions asked by LLMs during
the experiment. Considering the communication overhead, we
conduct the human-LLM interaction on the 200 selected cases
with the best GPT-3.5 model, which costs 96 human-hours.
All participants have over five years of Python programming
experience, which is qualified for the interaction.

Multi-Agent Interaction. Although experienced human
developers can pinpoint the problems for adaptation, it is time-
consuming for them to employ diagnoses and interactions
in practices. To alleviate the human overhead, our second
scheme, Multi-Agent-Counselor (MAC) Prompt, enables the
interaction based on a multi-agent framework. As illustrated in
Fig. 10(c), we introduce another LLM as the counselor. In the
first turn, it is also initialized with the context understanding
prompt. Then the counselor LLM generates answers based on

TABLE IV
ADAPTATION PERFORMANCE WITH ENHANCED PROMPT

Model pass@1 pass@5 CodeBLEU
GPT-3.5 52.34 60.98 47.05
GPT-3.5-Enhanced 67.76 74.39 60.16
w/o docstring & code 59.22 66.34 52.44
w/o dependency 66.63 72.44 58.50
w/o decomposition 62.15 70.98 56.45

the retrieved snippets and predefined instructions. Finally, the
executor LLM accepts the answers and makes adaptations.

Apart from the “executor-counselor” interaction, we imple-
ment an “executor-evaluator” interaction workflow as a base-
line, denoted as Multi-Agent Evaluator (MAE) Prompt, lever-
aging LLMs’ ability to assess generated code [43]. Fig. 10(d)
illustrates its process. An evaluator LLM, also initialized with
the context understanding prompt, reviews the adapted method
generated by the executor LLM. Then it generates a list of
issues based on its assessment and instructs the executor to
regenerated an adaptation to address the issues. All agents
above are profiled using role-playing system prompts without
further training or fine-tuning.

Configurations of the Interactive Workflow. As we re-
quire LLMs to assess the sufficiency of information in the
interactive workflow of the Human-LLM and MAC Prompt,
it is uncertain when LLMs will terminate the conversation.
Therefore, we conducted a preliminary experiment to deter-
mine two relevant configurations, the number of iterations and
the number of questions. To this end, we randomly picked 20
methods from outside of our 200 selected cases and conducted
the interaction with GPT-3.5, where the question number was
not restricted. In all 20 cases, GPT-3.5 generated code right
after an iteration in which all the answers were provided. They
could ask up to 8 questions with the average number is 3.2.
Therefore, as illustrated in Fig. 10, our prompt limits LLMs
to ask at most 3 questions and extracts the code block after
one iteration. If no code block is provided, the interaction will
still be terminated and return an empty string.

IV. EVALUATION

In this section, we evaluate the effectiveness of our prompt
enhancements and interactive workflow on the adaptation task.

A. Effectiveness of the Enhanced Prompt

Table IV presents the adaptation performance of prompting
GPT-3.5 with the Enhanced Prompt. It achieves a pass@1
score of 67.76% and a pass@5 score of 74.39%, which rep-
resents an improvement of 29.46% and 21.99% compared to
the Initial Prompt. Furthermore, its CodeBLEU increases from
47.05 to 60.16, marking a 27.86% relative improvement. The
result indicates that Enhanced Prompt substantially enhances
the performance of LLMs in the adaptation task. We also
conduct an ablation study to examine the effects of three
prompt enhancements within the Enhanced Prompt. Among
them, enlarging the code context offers the most significant
assistance to GPT-3.5. It results in an 8.54% gain in pass@1
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Fig. 10. Illustrations of our proposed prompting approaches.

TABLE V
ADAPTATION PERFORMANCE WITH INTERACTIVE WORKFLOW ON 200

SELECTED CASES

Model pass@1 pass@5 CodeBLEU
GPT-3.5 52.70 61.00 48.02
GPT-3.5-Enhanced 71.20 78.00 61.61
GPT-3.5-Human-LLM 74.50 87.00 60.53
GPT-3.5-MAC 71.80 82.50 60.45
GPT-3.5-MAE (baseline) 65.20 80.00 57.32

and an 8.05% and pass@5. The decomposition strategy is
also effective, marking a 5.61% improvement in pass@1.
The dependency information exhibits a slight improvement in
LLMs’ adaptation performance.

B. Effectiveness of the Human-LLM Prompt

The adaptation performance of the Human-LLM Prompt on
our 200 selected cases is shown in Table V. It achieves the
best performance among all prompt design. Guided with the
human-written response, GPT-3.5 obtain 74.50 in pass@1 and
87.00 in pass@5, respectively, which outperforms the Initial
Prompt by 41.4% and 42.6%. However, its CodeBLEU value
is slightly lower than the Enhanced Prompt. The reason is
that the executor tends to make adaptations corresponding
to various questions that the counselor has asked, leading to
differences in the code structure. The decrease in this heuristic
metric does not harm the accuracy of adaptation results.

We further inspect how our identified defects are mitigated
by our prompt enhancements and interactive workflow. As
shown in Table VI, the Human-LLM Prompt solves 159 out of
202 defects, which accounts for 78.7%. Our approach is effec-
tive in resolving defects across most categories, particularly for
Method Signature, Field Misapplication and Internal Context
Misapplication. However, two defects caused by Unspecific
Instruction are still unresolved even with human feedback.
The reason may be that the task is highly customized and
contains a wealth of contextual knowledge, which could be
hard to explain in the interaction. As for the communication

TABLE VI
MITIGATION OF DEFECTS IN ADAPTATION

Cause GPT-3.5 GPT-3.5-Human-LLM
Ambiguous Literal 11 3 (-72.7%)
Unspecific Instruction 2 2 (-0.0%)
Method Signature 40 6 (-85.0%)
Operational Logic 76 15 (-80.3%)
Error/Edge Case Handling 28 7 (-75.0%)
Field Misapplication 13 2 (-84.6%)
Method Misapplication 11 4 (-63.6%)
Environment-related Misapplication 17 4 (-76.5%)
Internal Context Misapplication 4 0 (-100%)
Total 202 43 (-79.2%)

overhead, totally 1,416, 571, and 45 selective, close-ended and
open-ended questions are asked by the LLM respectively. For
each case, developers spend over 5 minutes (96/1000 = 5.76)
on average to review the context and synthesize an effective
instruction, which introduces immeasurable overhead in real
scenarios. Therefore, we investigate the possibility of enabling
automatic interaction based on the Multi-Agent workflow.

C. Effectiveness of the Multi-Agent Prompt

As illustrated in Table V, the MAC Prompt achieves 71.80,
82.50 and 60.45 in pass@1, pass@5 and CodeBLEU. It could
further improve the pass@5 score by 4.50 compared to the
Enhanced Prompt. For the MAE Prompt baseline, it is inferior
to the MAC Prompt on all metrics and obtains an extremely
low pass@1, even lower than the Enhanced Prompt. It indi-
cates that the Evaluator tends to provide inaccurate feedback to
the Executor, leading to extra erroneous adaptations. Note that
although the Human-LLM Prompt still hits the ceiling with the
best adaptation performance, its human-in-the-loop interaction
may limit the practical use of this approach. The MAC Prompt
could be an excellent trade-off between performance and
overhead, as supported by our experimental results.

To further explore the application of the MAC Prompt, we
evaluate its effectiveness with our instruction-tuned LLMs on
the whole ClassEval dataset. We choose LLMs with the best
performing settings, i.e., CodeLlama-34B-temp0.6 and Llama-



TABLE VII
ADAPTATION PERFORMANCE WITH MULTI-AGENT-COUNSELOR PROMPT

ON INSTRUCTION-TUNED LLMS

Model pass@1 pass@5 CodeBLEU
CodeLlama-34B 32.78 49.51 37.56
CodeLlama-34B-Enhanced 41.02 65.37 40.83
CodeLlama-34B-MAC 45.95 67.32 45.58
Llama-3-8B 42.24 58.29 45.34
Llama-3-8B-Enhanced 57.51 68.78 53.70
Llama-3-8B-MAC 54.05 72.20 51.34

3-8B-temp0.6. As shown in Table VII, our Enhanced Prompt
also brings a clear benefit for instruction-tuned LLMs. Our
proposed MAC Prompt could further improve the pass@1,
pass@5 and CodeBLEU score of CodeLlama-34B by 4.93,
1.95 and 4.75, respectively. For Llama-3-8B, the MAC Prompt
results in a 3.42 increase in pass@5 but with a slightly
decrease in the other two metrics. The result highlights the
generalization ability of our prompting approach. Both our
prompt enhancements and interaction workflow are effective
for the adaptation task regardless of the model.

Finding 4: Our proposed prompt enhancements and in-
teractive workflow greatly improve LLMs’ adaptation per-
formance. Human-LLM interaction achieves the ideal per-
formance and resolves most identified defects, while our
MAC interaction can fully automate this process with a
similar performance and no human intervention.

V. RELATED WORK

A. Code Snippet Adaptation

Prior studies on adaptation mainly focus on improving
the efficiency. Cottrell et al. [13] present Jigsaw to integrate
snippets into developers’ code, which reduces their efforts on
simple adaptations such as renaming. Wightman et al. [14] de-
velop a lightweight Eclipse plug-in, SnipMatch. It supports the
search and integration of code templates in the code context.
Zhang et al. [10] develop a Chrome plugin, ExampleStack, to
generate templates from developers’ historical modifications
on code snippets. Reid et al. [15] propose NLP2TestableCode
to reduce the compilation errors during adaptation and gener-
ate tests based on input/output types in the context. Terragni
et al. [16] present APIZATOR to transform code snippets
on Stack Overflow to well-formed methods. However, there
is not a general-purpose predictive approach for automated
adaptation. The emergence of LLMs provides opportunities for
this task because of their strong natural language processing
ability. This paper explores their adaptation capabilities to
provide insights for this research field.

B. Prompt Engineering for Software Engineering Tasks

Modern LLMs have demonstrated their capabilities in var-
ious software tasks [44], [45], including code generation,

program repair [23], [25], [46] and code maintenance [47]–
[50]. Enhancing LLMs’ performance in these domains of-
ten involves prompt engineering. This includes handcrafted
prompt design, the Chain-of-Thought (CoT) strategy [51], and
constructing effective demonstrations [20], [52], [53].

Specifically, Liu et al. [54] improve code generation prompts
using the CoT strategy with multi-step optimization. Cao et
al. [24] explore various prompt templates for deep learning-
based program repair. Rodriguez et al. [29] boost LLMs’ per-
formance in software traceability by guiding them to perform
intermediate reasoning. Gao et al. [20] focus on constructing
effective demonstrations for code intelligence tasks. These
strategies have shown significant impact on their respective
tasks, but their applicability to other tasks, i.e., code snippet
adaptation, needs further exploration.

Furthermore, prior work has presented reusable prompting
patterns for LLMs in software engineering [42], [55]. White
et al. [42] introduce a structured prompt framework with gen-
eral patterns, including the flipped interaction pattern, which
enables LLMs to gather information actively. This pattern is
further extended in our work to support requirement refinement
in code snippet adaptation.

VI. THREATS TO VALIDITY

Internal Validity. 1) The inherent randomness in LLM
outputs, particularly in GPT-3.5, can lead to various adapta-
tions. We mitigated this by requesting results five times from
the LLMs and analyzing them using pass@1, pass@5, and
CodeBLEU metrics, aiming for a more reliable assessment of
their performance; 2) Our study only considers using three
popular LLMs due to the expense. Involving more and newer
models could provide more insights and potentially improve
the performance; 3) This paper focuses on utilizing LLMs
for software reuse. This paradigm could be changed when
generative AIs are powerful enough to build any software
satisfying developers’ needs from scratch.

External Validity. 1) In the snippet retrieval phase, we
use LLM-generated code instead of real snippets from open-
source communities, which may not fully represent real-world
adaptation scenarios. To better understand LLMs’ adaptations,
future studies could build a comprehensive dataset based on
developers adaptation practices, e.g., adaptations from Stack
Overflow, to further validate the generalization of our findings;
2) In this paper, we construct the adaptation cases based on the
handcrafted ClassEval dataset with only 410 Python methods.
However, they may not fully capture the complexity and diver-
sity of real-world adaptation scenarios. To support adaptations
in a broad context, future research could integrate an effective
context retrieval module to our approach in real application
scenarios; 3) Our empirical study and experimental evaluation
only focus on three representative LLMs. Different LLMs
could have different distributions of their adaptation issues
and root causes. It is also worth investigating whether our
approach is effective for other series of LLMs. However, our
identification of LLMs’ failure reasons is actually independent



of the model and our inspection on adequate samples could
reveal useful findings to LLMs’ adaptations.

Construct Validity. 1) The human-designed adaptation
prompts in our study might not represent the optimal perfor-
mance for adaptation tasks. There is potential for alternative,
possibly more effective, prompts, including those generated
automatically by LLMs as suggested in other studies (e.g., Liu
et al. [54]). This highlights a need for further exploration of
prompt design methodologies; 2) The subjective nature of our
manual analysis process could introduce biases. To mitigate
this, we conduct our manual analysis in a rigorous manner. Our
reported Cohen’s Kappa indicates a high agreement between
annotators and hence mitigate this threat to an extent. Nev-
ertheless, the potential for subjective interpretation remains a
factor to be considered in the evaluation of our results.

VII. CONCLUSION

In this paper, we first conduct an empirical study to explore
LLMs’ capabilities in code snippet adaptation. Due to their
sub-optimal performance compared to code generation, we
further investigate the problems and causes by analyzing the
adapted snippet along with their test results. Based on our em-
pirical findings, we propose an interactive prompting approach
to mitigating current problems. It enables the reflection ability
of LLMs to improve their context awareness. Our evaluation
result shows the effectiveness of our approach. Human-LLM
interaction could achieve the best performance but introduce
human efforts. We propose a multi-agent interaction that
could achieve comparable performance as a trade-off. Its
generalization ability is also validated. Our research findings
provide insights for LLMs’ current limitations and highlight
the effectiveness of interactive prompting. We believe that our
approach could facilitate the practical application of LLMs in
real-world snippet reuse and adaptation.
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