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Abstract

In-context learning (ICL) has demonstrated ex-
cellent performance across various downstream
NLP tasks, especially when synergized with
powerful large language models (LLMs). Ex-
isting studies evaluate ICL methods primarily
based on downstream task performance. This
evaluation protocol overlooks the significant
cost associated with the demonstration config-
uration process, i.e., tuning the demonstration
as the ICL prompt. However, in this work, we
point out that the evaluation protocol leads to
unfair comparisons and potentially biased eval-
uation, because we surprisingly find the cor-
relation between the configuration costs and
task performance. Then we call for a two-
dimensional evaluation paradigm that considers
both of these aspects, facilitating a fairer com-
parison. Finally, based on our empirical finding
that the optimized demonstration on one lan-
guage model generalizes across language mod-
els of different sizes, we introduce a simple yet
efficient strategy that can be applied to any ICL
method as a plugin, yielding a better trade-off
between the two dimensions according to the
proposed evaluation paradigm.

1 Introduction

Recent years have witnessed a great success on In-
context learning (ICL) (Brown et al., 2020) for a
range of downstream natural language processing
(NLP) tasks, such as text classification, sentiment
analysis, and question answering (Liu et al., 2022;
Lu et al., 2022; Yang et al., 2023b; Wang et al.,
2023a). Its main idea is to configurate a demon-
stration (i.e., selecting examples and organizing

*Corresponding authors.

their order), and then integrate it with an input to
formulate a prompt for a specific task, which is sub-
sequently received by a language model to produce
the corresponding answer. Many ICL methods have
been proposed (Liu et al., 2022; Gonen et al., 2023;
Honovich et al., 2023; Yang et al., 2023a; Rubin
et al., 2022; Iter et al., 2023; Wang et al., 2024) and
they mainly differ in demonstration configuration,
which plays a critical role in ICL.

Notable ICL methods in task performance typi-
cally consume a significant cost to configure their
demonstrations, and such cost may even hinder
their deployment in real-world applications. De-
spite the important role of the demonstration config-
uration cost, all prior studies surprisingly overlook
it in their evaluations. More importantly, our pilot
study reveals that the demonstration configuration
cost of an ICL method is correlated with its perfor-
mance: increasing the cost usually leads to gains in
performance. As a result, this finding indicates that
the standard evaluation based on task performance
induces unfair comparisons and biased evaluation
results when evaluating different ICL methods (§3).

In this paper, we thereby call for a two-
dimensional evaluation paradigm considering task
performance and demonstration configuration cost,
which provides a more comprehensive perspective
to compare diverse ICL methods. Under the new
evaluation paradigm, we employ two variants to re-
evaluate existing ICL methods for fair comparison,
in terms of task performance as well as configu-
ration cost (§4). Moreover, drawing inspiration
from the new evaluation results, we propose a sim-
ple strategy to optimize the ICL methods towards
zero configuration cost: it resorts to a very small



language model for demonstration configuration
even if conducting inference on a super-large lan-
guage model. The strategy is effective because
of the empirically verified property on the demon-
stration transferability that the optimized demon-
stration on one language model is transferable to
another language model. Our strategy is applicable
to any demonstration configuration methods and
we apply it to several strong ICL methods for both
open-source (e.g., OPT) and closed-source (e.g.,
ChatGPT) large language models (LLMs). Our ex-
periments show that our strategy indeed achieves
better trade-offs between the two dimensions con-
sidered in the proposed evaluation paradigm (§5).
Our contributions could be summarized as follows:

• We for the first time point out that the standard
evaluation protocol suffers from an issue of
unfairness due to the overlooked demonstra-
tion configuration cost.

• To ensure a fair comparison, we call for a two-
dimensional evaluation paradigm to evaluate
ICL methods.

• We propose a simple yet effective strategy
to configurate demonstration for various ICL
methods as a plugin that achieves better trade-
offs between task performance and demonstra-
tion configuration cost.

2 Preliminary

2.1 In-Context Learning

The advent of LLMs has propelled ICL methods
to the forefront of NLP paradigms (Dakhel et al.,
2024; Minaee et al., 2024), which generally select
examples from a training set (Dong et al., 2022)
and combine them with a target input to construct
a prompt. A pre-trained language model subse-
quently processes the prompt to yield the requisite
response for a designated downstream task. In this
paper, we simply decompose the ICL process into
example selection and ordering and use text clas-
sification tasks to illustrate the formulation. For a
given text x, the objective of ICL methods for text
classification is to predict the label ŷ of x with k
demonstration examples C as follows:

P (yj |x) = fLM(x,C),

C = {⟨x1, y1⟩, . . . , ⟨xk, yk⟩},
ŷ = argmaxyj P (yj |x)

(1)

where C comprises k input-output pairs. Each
⟨xi, yi⟩ will be structured into T (⟨xi, yi⟩) using
a manually crafted template T . fLM denotes a
language model that maps the input text to label
distributions.

2.2 Demonstration Configuration

The configuration of demonstrations, encompass-
ing the selection and ordering of training examples,
is pivotal for achieving optimal performance in
ICL (Liu et al., 2022). Selecting relevant and di-
verse examples is essential as it aids the language
model in comprehending the task’s scope and in-
tricacies. The sequence in which these examples
are also presented plays a significant role (Minaee
et al., 2024), particularly when the selected demon-
stration examples are not robust enough.

This paper primarily focuses on demonstration
configuration methods, rather than on the design
of templates or ICL paradigms. Generally, demon-
stration configuration includes (demonstration) ex-
ample selection and example ordering.

Example Selection Example selection aims to
select effective input-output pairs from a training
set D for the input target text x according to a re-
trieval metric sim(x, di). It measures the relevance
of example di to the target input x for the down-
stream task.

Example Ordering Lu et al. (2022) claimed the
ICL performance is sensitive to the ordering of se-
lected examples. Given the selected k examples,
k! permutations could be generated. Each permu-
tation pi is subsequently fed into LMs to yield a
designated metric e(pi), which determines the op-
timal order finally.

Configuration Methods In this paper, we focus
on the following representative demonstration con-
figuration methods, ensuring the comprehensive-
ness and rationality of the empirical study.

For example selection, we employ three dis-
tinct methods, namely Random, TopK, and Data-
Model. Random randomly selects examples from
the training set. TopK selects the top K examples
based on similarities calculated using the Sentence
Transformer (Reimers and Gurevych, 2019). Data-
Model (Chang and Jia, 2023) pre-trained a data-
model (Ilyas et al., 2022) according to the output
logits of LLMs to approximate the effectiveness of
an example.



We select three methods for example ordering.
GlobalE (Lu et al., 2022) validates an example
permutation through a global entropy, aiming to
mitigate the issue of highly imbalanced predictions.
LocalE (Lu et al., 2022) ranks the example permu-
tation with a local entropy to avoid model overcon-
fidence. MDL (Wu et al., 2022) uses the Minimum
Description Length principle (Grünwald, 2007) to
find the permutation with the minimum codelength
for compressing testing samples.

Besides, we obtain two hybrid methods by com-
bining TopK with either LocalE or MDL, inspired
by Wu et al. (2022). Please refer to Appendix A
for more details of these methods.

3 Pilot Study on Demonstration
Configuration Cost

3.1 Demonstration Configuration Cost

Demonstration configuration plays an important
role in ICL. Existing demonstration configuration
methods have attempted to design strategies for
configurating (selecting and ordering) demonstra-
tion examples, which lies in the computation of
sim(x, di) and e(pi) mentioned in §2.2. This com-
putation process relies on the output probabilities
from LLMs towards the downstream tasks after re-
ceiving a demonstration and input text, generally
necessitating repeated calls of LLMs. As a result, it
is natural to define the demonstration configuration
cost for a demonstration configuration method in
terms of calling a targeted LLM as follows.

Definition of demonstration configuration cost
Formally, given a targeted LLM system S and
a demonstration configuration method M , the
demonstration configuration cost (or DC Cost for
brevity) is measured by the total number of call-
ing a targeted LLM system S when optimizing a
demonstration by using the configuration method
M to select examples and order the selected exam-
ples. As an illustration, GlobalE selects k training
examples and generates k! possible permutations.
Each permutation was evaluated against |Dval| val-
idation instances, resulting in a substantial DC cost
of k!× |Dval| validations calling S .

Importance of DC cost Although prior studies
do not take into account the DC cost, it actually
plays an important role in configurating ICL for
LLMs. On one hand, the DC cost of a configura-
tion method directly determines its configuration
efficiency. Such efficiency may be critical in some

situations. For example, if the DC cost for a method
is very high, it may be impractical to be applied
to GPT-4 due to the considerable computing over-
head and financial cost. On the other hand, more
importantly, there exists a relationship between DC
cost and the downstream task performance, which
leads to a critical issue in the standard evaluation
paradigm for in-context learning. In the next sub-
section, we will empirically conduct a pilot study
to investigate the relationship between DC cost and
task performance for each configuration method.

3.2 Experimental Results
Setting We executed all the methods with
GPT2-xl (1.5B) (Radford et al., 2019) and OPT-
2.7B (Zhang et al., 2022a), and assessed them on
SST2, SST5, Trec, and AgNews datasets. We run
existing methods with altering their DC costs and
illustrate the results in Figure 1.

Higher DC cost yields higher accuracy As Fig-
ure 1 shows, we delve deeper into the correla-
tion between performance and DC cost across two
datasets for each method. In each sub-figure, we
observe a consistent uptrend in performance along-
side escalating DC costs. Specifically, a lower DC
cost means demonstration selection within a lim-
ited demonstration pool or validation of candidate
demonstrations on insufficient data, thus leading to
sub-optimal demonstration selection and inferior
performance. Conversely, increasing the DC cost is
more likely to find a demonstration that is relatively
suitable for a specific downstream task.

On the bias of the standard evaluation Differ-
ent ICL methods show varying correlations with the
DC cost. The results in Figure 1 reveal that MDL
exhibits greater potential with increasing DC cost,
particularly pronounced on SST2. In contrast, Glob-
alE displays a more gradual variation, yet consis-
tently drivers superior performance overall, which
may potentially stem from access to its more com-
prehensive permutation search, albeit with less vali-
dation data available. Besides, it is noted that Data-
Model appears to showcase a steeper slope. We
conjecture this is due to the fact that DataModel
requires training a datamodel for demonstration
configuration by consuming DC cost. The larger
variation of DC cost displayed in the x-axis greatly
influences the efficacy of the datamodel training
and consequently affects the accuracy.

Moreover, an inferior method might surpass an-
other method when subjected to an increased DC



4 8 12 16 20 24
DC cost 

(x 872 for SST2, x 1101 for SST5)

0.66

0.68

0.70

0.72

0.74

0.76

0.78

AC
C(

SS
T2

)

GlobalE

SST2 SST5

4 8 12 16 20 24
DC cost 

(x 872 for SST2, x 1101 for SST5)

0.66

0.68

0.70

0.72

0.74

0.76

0.78

AC
C(

SS
T2

)

LocalE

4 8 12 16 20 24
DC cost

(x 872 for SST2, x 1101 for SST5)

0.66

0.68

0.70

0.72

0.74

0.76

0.78

AC
C(

SS
T2

)

MDL

20 40 60 80 100
DC cost

(x 1000 for SST2, x 2000 for SST5)

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

AC
C(

SS
T2

)

Datamodel

5 20 40 60 80 100
DC cost 

(x 1000 for SST2, x 2000 for SST5))

0.75

0.76

0.77

0.78

0.79

0.80

0.81

0.82

0.83
AC

C(
SS

T2
)

Topk+LocalE

5 20 40 60 80 100
DC cost 

(x 1000 for SST2, x 2000 for SST5)

0.75

0.76

0.77

0.78

0.79

0.80

0.81

0.82

0.83

AC
C(

SS
T2

)

Topk+MDL

0.24

0.26

0.28

0.30

0.32

0.34

AC
C(

SS
T5

)

0.24

0.26

0.28

0.30

0.32

0.34

AC
C(

SS
T5

)

0.24

0.26

0.28

0.30

0.32

0.34

AC
C(

SS
T5

)

0.30

0.35

0.40

0.45

0.50

0.55

0.60

AC
C(

SS
T5

)

0.34

0.36

0.38

0.40

0.42

0.44

AC
C(

SS
T5

)

0.34

0.36

0.38

0.40

0.42

0.44

AC
C(

SS
T5

)

Figure 1: The relationships between accuracy and DC costs. The accuracy on SST2 and SST5 are reported by
double y-axes. We manipulate the number of candidate permutations for each validation data to alter the DC cost
for each method. We adjust the scales of y-axis to clearly show the relationships between performance and DC cost
in distinctive methods. More details can be found in Appendix B.

cost. For example, TopK+MDL with 100× 1000
DC cost could outperform DataModel on SST2.
Conversely, MDL with lower DC cost may be infe-
rior to GlobalE. These observations further demon-
strated the biased comparison under the standard
evaluation without consideration of the DC cost.

4 A Call for Two-dimensional Evaluation

As analyzed in §3.2, the higher DC cost might re-
sult in improved accuracy and thus it would be
unfair to compare different ICL methods solely in
terms of accuracy as in standard evaluation. There-
fore, to ensure fair comparison and unbiased evalu-
ation, we call for a two-dimensional evaluation for
ICL methods, which takes into account both accu-
racy and DC cost. In this section, we employ two
different implementations of the two-dimension
evaluation to re-evaluate several ICL methods.

4.1 Bi-objective Evaluation

The bi-objective evaluation depicts both accuracy
and the DC cost when comparing different ICL
configuration methods. In addition to ensuring a
fair comparison, mentioning the DC cost is mean-
ingful and helpful for users to choose suitable ICL

methods for their downstream applications. For
example, if the accuracy is the top priority for a
user, then the ICL method with the best accuracy
is preferred; on the contrary, if the DC cost is the
top priority, then the ICL method with the lowest
DC cost is a better choice for the user.

The main results in terms of bi-objective eval-
uation are reported in Table 1, in which several
intriguing observations emerge from the experimen-
tal results. On one hand, according to the accuracy
as the standard evaluation criterion following prior
studies (Liu et al., 2022), DataModel performs the
best among the non-hybrid methods, followed by
GlobalE, MDL, and LocalE, and Random performs
the worst. On the other hand, in terms of DC cost 1,
DataModel has the largest cost followed by Glob-
alE. Except for Random, LocalE has the lowest DC
cost.

4.2 Evaluation by Controlling DC cost

Under the proposed two-dimensional paradigm, we
re-evaluate these ICL methods by controlling DC
cost. Specifically, we maintain a consistent DC

1The DC cost of the same method across different datasets
is inconsistent because the initial validation data is different.



Models SST2 SST5 Trec AgNews Avg.

GPT2-xl (1.5B)

Random 0.6911±0.0080(0.00) 0.2177±0.0063(0.00) 0.3632±0.0122(0.00) 0.5153±0.0021(0.00) 0.4468
TopK 0.7660±0.0000(0.00) 0.3349±0.0000(0.00) 0.8080±0.0000(0.00) 0.9067±0.0000(0.00) 0.7039
DataModel 0.7910±0.0312(10.0) 0.3852±0.0496(20.0) 0.5618±0.0391(30.0) 0.7878±0.0117(20.0) 0.6315

LocalE 0.7477±0.0082(0.36) 0.2573±0.0104(0.44) 0.3640±0.0072(0.10) 0.5107±0.0012(1.52) 0.4699
MDL 0.7566±0.0029(1.82) 0.3090±0.0042(2.21) 0.3680±0.0211(0.50) 0.5333±0.0032(3.80) 0.4917
GlobalE 0.7595±0.1472(2.09) 0.3160±0.0616(2.64) 0.4516±0.0749(1.27) 0.5667±0.1353(2.40) 0.5235

TopK+LocalE 0.7911±0.0089(0.36) 0.3405±0.0086(0.44) 0.8268±0.0127(0.10) 0.8743±0.0040(1.52) 0.7082
TopK+MDL 0.8164±0.0063(1.82) 0.3883±0.0061(2.21) 0.8336±0.0162(0.50) 0.8993±0.0017(3.80) 0.7344

OPT-2.7B

Random 0.9187±0.0022(0.00) 0.3169±0.0122(0.00) 0.4004±0.0047(0.00) 0.5300±0.0585(0.00) 0.5415
TopK 0.9330±0.0000(0.00) 0.4170±0.0000(0.00) 0.8080±0.0000(0.00) 0.8900±0.0000(0.00) 0.7620
DataModel 0.9420±0.0207(10.0) 0.4852±0.0203(20.0) 0.6652±0.0344(30.0) 0.8302±0.0118(20.0) 0.7307

LocalE 0.9174±0.0044(0.36) 0.3290±0.0062(0.44) 0.3967±0.0041(0.10) 0.5399±0.0042(1.52) 0.5458
MDL 0.9350±0.0039(1.82) 0.4031±0.0046(2.21) 0.4140±0.0295(0.50) 0.5520±0.0060(3.80) 0.5760
GlobalE 0.9263±0.0362(2.09) 0.4085±0.0405(2.64) 0.5136±0.1091(1.27) 0.6350±0.1809(2.40) 0.6208

TopK+LocalE 0.9393±0.0024(0.36) 0.4204±0.0015(0.44) 0.8044±0.0109(0.10) 0.9059±0.0007(1.52) 0.7675
TopK+MDL 0.9456±0.0008(1.82) 0.4809±0.0014(2.21) 0.8208±0.0146(0.50) 0.8740±0.0089(3.80) 0.7803

Table 1: Bi-objective Evaluation for different configuration methods. The reported values represent the average
accuracy and standard deviation on the original test sets across five seed runs. The DC cost is provided in parentheses
(×10000). "Avg." signifies the average accuracy across the four evaluated tasks. The results are categorized into
example selection methods, example ordering methods, and hybrid methods. More details are shown in Appendix B.

cost for methods across the same dataset and uti-
lize either GPT2-xl or OPT-2.7B for demonstration
configuration. The re-evaluation results, presented
in Table 2, reveal several new phenomena. It is
noted that the size of test sets in Table 2 is different
from that in Table 1 for DC cost consistency.

Different comparison results from Table 1 could
be found in Table 2. Notably, the inferior MDL
in bi-objective evaluation yields better results than
GlobalE with controlled DC cost, among the ex-
ample ordering methods. We analyze that GlobalE
performs better in Table 1 due to its higher DC cost.
When the DC cost decreases, MDL makes it easier
to find good examples for a given test input because
GlobalE configurates the same demonstration for
all the test instances while MDL selects a unique
demonstration for each test instance.

DataModel and TopK consistently outperform
the example ordering methods. A closer exami-
nation reveals that randomly selected examples in
LocalE, MDL, and GlobalE lead to their inferior-
ity, highlighting the critical importance of effec-
tive demonstration selection over ordering. This
point is further confirmed by the performance im-
provement when MDL and LocalE are paired with
TopK. Moreover, DataModel performs better than

TopK across SST2 and SST5 but lags in Trec and
Agnews. This can be attributed to Datamodel’s
preference for selecting label-balanced examples,
whereas TopK selects examples based on seman-
tic similarity. So TopK is more effective for tasks
where semantically similar instances share similar
labels.

4.3 Further Analysis

We further analyze how to trade-off between the ex-
ample selection and ordering with a fixed DC cost.
Comparing Table 1 and Table 2 reveals that the ad-
vantage of hybrid methods over example selection
methods diminishes as the DC cost is controlled
lower. This suggests that when DC costs are lower,
the performance boost from considering ordering
might decrease, inspiring us to prioritize example
selection when DC cost is limited.

Based on the observation that example selection
might outweigh ordering in §4.2, we investigate
how to improve performance with a certain exam-
ple selection method and fixed DC costs by ad-
justing the diversity of candidate demonstration. In
Figure 3, we fix the DC cost by fixing the number of
candidate sequences for validation and examine the
effect of the diversity of candidate demonstration.



Models SST2 SST5 Trec AgNews Avg.

GPT2-xl (1.5B)

Random 0.6883± 0.0208 0.2087± 0.0211 0.3273± 0.0274 0.5500± 0.0081 0.4436
TopK 0.7333± 0.0000 0.3166± 0.0000 0.6933± 0.0000 0.8128± 0.0000 0.6390
Datamodel 0.7374± 0.0399 0.3571± 0.0299 0.5136± 0.0170 0.8060± 0.0339 0.6035

LocalE 0.7100± 0.0088 0.2460± 0.0375 0.3144± 0.0226 0.5500± 0.0360 0.4551
MDL 0.7211± 0.0092 0.2800± 0.0351 0.3646± 0.0280 0.5875± 0.0259 0.4883
GlobalE 0.7193± 0.1681 0.2760± 0.0580 0.3426± 0.0580 0.5600± 0.1168 0.4745

TopK+LocalE 0.7856± 0.0160 0.3078± 0.0126 0.7244± 0.0050 0.8133± 0.0252 0.6578
TopK+MDL 0.7840± 0.0059 0.3773± 0.0193 0.7300± 0.0092 0.8760± 0.0089 0.6818

OPT-2.7B

Random 0.9173± 0.0155 0.3013± 0.0206 0.3447± 0.0227 0.5920± 0.0585 0.5388
TopK 0.9366± 0.0000 0.3633± 0.0000 0.7033± 0.0000 0.8900± 0.0000 0.7233
Datamodel 0.9588± 0.0081 0.4528± 0.0065 0.7116± 0.0222 0.8264± 0.0159 0.7374

LocalE 0.9167± 0.0173 0.3867± 0.0067 0.3455± 0.0214 0.6440± 0.0208 0.5732
MDL 0.9533± 0.0125 0.3927± 0.0458 0.3533± 0.0007 0.6867± 0.0152 0.5965
GlobalE 0.9240± 0.0256 0.3747± 0.0846 0.3534± 0.1264 0.6900± 0.1219 0.5855

TopK+LocalE 0.9360± 0.0098 0.3867± 0.0033 0.7300± 0.0067 0.8600± 0.0100 0.7282
TopK+MDL 0.9547± 0.0062 0.4373± 0.0116 0.7428± 0.0156 0.8840± 0.0089 0.7547

Table 2: Evaluation results after controlling DC cost for different ICL demonstration configuration methods. We run
methods on the sampled small test sets across five seeds (refer to Appendix B for details). Except for zero DC cost
for Random and TopK methods, it is set to 7200 across SST2, SST5, and Trec, and 2400 on AgNews. The results
are categorized into example selection methods, example ordering methods, and hybrid methods.

The findings indicate that for less reliable selection
methods such as Random, enriching demonstra-
tions with a wider array of examples can lead to
improved performance. Conversely, for more de-
pendable selection methods like TopK, choosing
fewer examples is often adequate.

5 Towards Zero Configuration Cost

Since the DC cost is also important when config-
urating ICL for very large language models (es-
pecially commercial LLM APIs such as ChatGPT
and GPT-4) as presented in previous sections, we
seek better ICL configuration methods that attain
better trade-offs between accuracy and DC cost
according to our two-dimensional evaluation. To
this end, we first justify a nice property about the
transferability across different LLMs. Then, based
on the property we propose a strategy to achieve
zero DC cost and implement variant ICL methods
under this strategy.

5.1 Transferability on Optimized
Demonstration

Intuitively, a optimized demonstration depends on
the targeted task itself and thus it may be indepen-
dent of the inference LLMs. This intuition further
motivates us to raise a hypothesis: the optimized

demonstration by a configuration method over an
LLM is transferable across different LLMs, which
provides a basis to achieve the strong ICL method
with zero DC cost.

To verify the above hypothesis, we choose three
configuration methods, DataModel, TopK+LocalE,
and TopK+MDL, which achieve good trade-offs be-
tween accuracy and DC cost as evaluated in §4. By
using each method, we then respectively optimize
a demonstration for each LLM from a model set
with different sizes (i.e., GPT2-medium (355M),
GPT2-xl (1.5B), OPT-2.7B and OPT-6.7B). Finally,
we measure its accuracy on a test set for each opti-
mized demonstration.

The results are shown in Figure 2. We can see
that: 1) the diagonal values are almost the high-
est in each line, this is because the configuration
model and inference model are the same model. 2)
non-diagonal values are very close to the diagonal
values, which indeed verifies our hypothesis. This
finding demonstrates that the optimized demonstra-
tion is transferable across different LLMs. To vi-
sualize the transferability property across different
models, we examine the selected demonstrations
with DataModel configured at different parameter
scales in Appendix D.



 
Figure 2: Transferability Property: the ordered demon-
strations optimized by the configuration model (in the
horizontal axis) are almost transferable across different
inference models (in the vertical axis). The parameter
scales of the models are GPT2-medium(355M), GPT2-
XL(1.5B), OPT-2.7B, and OPT-6.7B.

5.2 Strategy to Reduce DC Cost

Thanks to the nice property of transferability on
demonstration, it is straightforward to design a sim-
ple yet effective strategy to reduce the demonstra-
tion configuration cost. Specifically, unlike the
standard ICL where the configuration model is ex-
actly the same as the original inference model, we
instead employ another small language model for
configuration and still run inference on the origi-
nal model. As long as the configuration model is
small enough, its configuration cost is almost zero,
i.e., the configuration process is very efficient and
free of financial cost. This strategy is very gen-
eral and can be applied on top of ICL methods for
demonstration configuration if possible. 2

In our experiments, we use GPT2-medium
(355M) as the configuration model and apply our
strategy to three notable methods, (TopK+LocalE,
TopK+MDL, DataModel), which are denoted
by TopK+LocalE(ours), TopK+MDL(ours) and
DataMmodel(ours) to differentiate from their orig-

2For the random method, this strategy is not applicable
because there is no need to do so.

Dataset SST2 SST5 AgNews DC Cost

Inference with OPT-6.7B

DataModel 0.971 0.485 0.860 7200/2400
TopK+LocalE 0.926 0.429 0.824 7200/2400
TopK+MDL 0.971 0.458 0.880 7200/2400
DataModel(ours) 0.969 0.483 0.799 0
TopK+LocalE(ours) 0.950 0.395 0.790 0
TopK+MDL(ours) 0.957 0.435 0.864 0
DataModel+TopK+MDL 0.960 0.448 0.770 0

Inference with OPT-13B

DataModel 0.980 0.508 0.905 7200/2400
TopK+LocalE 0.917 0.386 0.840 7200/2400
TopK+MDL 0.976 0.453 0.870 7200/2400
DataModel(ours) 0.963 0.496 0.833 0
TopK+LocalE(ours) 0.909 0.372 0.869 0
TopK+MDL(ours) 0.950 0.432 0.900 0
DataModel+TopK+MDL 0.970 0.460 0.850 0

Table 3: Comparison results with standard configuration
methods. The configuration models employed in “ours”
are GPT2-medium(355M), while the configuration mod-
els for baselines are the original inference model OPT-
6.7B or OPT-13B.

inal versions. For a better trade-off between DC
cost and accuracy, we further combine DataModel
and Topk+MDL methods together and apply our
strategy on top of it. Specifically, we first leverage
DataModel to roughly select demonstrations and
construct a pool, given its initial design intent to
choose a demonstration subset with higher average
accuracy (Chang and Jia, 2023). Subsequently, we
employ Topk+MDL to select examples and arrange
them to construct a demonstration for the down-
stream task. Finally, we implement the proposed
strategy on top of it, leading to a new method de-
noted by “DataModel+Topk+MDL”. We report the
comparison results of these methods in Figure 3.

First, the results illustrate that our strategy effec-
tively reduces the DC cost while achieving compa-
rable accuracy to methods where the configuration
model is the same as the inference model. In the
scenarios where the DC cost is the top priority, our
strategy is more efficient and could save 7200 or
2400 inferences on the large language models. Sec-
ondly, as the scale of the inference model increases,
our strategy exhibits a reduced performance gap
compared to the standard configuration methods,
all while optimizing time efficiency. In certain in-
stances, our methods even surpass some baseline
approaches, highlighting their efficacy and their
considerable potential when coupled with large lan-
guage models. Third, the strategy demonstrates
remarkable flexibility by seamlessly adapting to
various language models and demonstration config-



Dataset SST2 SST5 Trec AgNews

Inference with davinci-002

Random 0.946 0.443 0.480 0.720
TopK+LocalE(ours) 0.960 0.507 0.763 0.860
TopK+MDL(ours) 0.957 0.493 0.783 0.900
DataModel+TopK+MDL 0.963 0.483 0.687 0.840

Inference with gpt-3.5-turbo

Zero-shot 0.523 0.203 0.190 0.870
Random 0.963 0.426 0.603 0.890
TopK+LocalE(ours) 0.970 0.467 0.830 0.860
TopK+MDL(ours) 0.967 0.510 0.820 0.900
DataModel+TopK+MDL 0.976 0.483 0.793 0.920

Table 4: ICL with zero DC cost over closed-source
davinci-002 and gpt-3.5-turbo.

uration methods.
To further substantiate the effectiveness of our

strategy, we apply the selected examples derived
from GPT2-medium(355M) on the top of closed-
source LLMs, including davinci-002 and gpt-
3.5-turbo. We didn’t adapt TopK+LocalE and
TopK+MDL to close-source LLMs due to their
higher DC cost and financial cost deriving from the
frequent calling of APIs. As delineated in Table 4,
integrating different configuration methods with
the zero DC cost strategy consistently outperforms
zero-shot and random examples selection methods,
thereby confirming its practical significance. On
the one hand, the strategy with zero DC cost of-
fers a more economical option in resource-limited
scenarios, saving the expenses for querying LLMs
hundreds or thousands of times in other methods.
As the scale of LLMs increases or its associated
costs rise, the potential of our strategy becomes
even more pronounced. On the other hand, for tasks
that are difficult for LLMs to understand, the pro-
posed strategy holds promise in swiftly identifying
optimal examples to augment LLM performance.

6 Related Work

Current research on ICL primarily concentrates on
example selection, example ordering, demonstra-
tion formats (Dong et al., 2022), etc. This paper
focuses on the evaluation of demonstration configu-
ration and introduces a two-dimensional evaluation
for a fair comparison of these methods.

Studies for demonstration example selection aim
to retrieve examples of high quality for a given
test instance. Existing methods mainly concentrate
on the similarity (Wang et al., 2022a; Ye et al.,
2023b) and diversity (Zhang et al., 2022c; Naik

et al., 2023; Ma et al., 2024) of selected exam-
ples (Liu et al., 2022). Some of them select demon-
stration example according to off-the-shell metric,
such as BM25 (Wang et al., 2022a), text vector sim-
ilarity (Gao et al., 2021; Liu et al., 2022; Ye et al.,
2023b; Wang et al., 2023b; Li and Qiu, 2023b),
mutual information (Sorensen et al., 2022), deter-
minantal point process (Wu et al., 2022; Yang et al.,
2023a), perplexity (Gonen et al., 2023), and skill-
based KNN (An et al., 2023). To better adapt to
various downstream tasks, different loss functions
are proposed to train more effective example re-
trievers tailored to specific downstream objectives,
including contrastive loss (Rubin et al., 2022; Luo
et al., 2023) and negative loss (Karpukhin et al.,
2020; Li et al., 2023). Moreover, reinforcement
learning techniques (Zhang et al., 2022b; Scarlatos
and Lan, 2023) are also adopted for more adaptive
training. Chang and Jia (2023) trains datamodels
to select based on feedback from LLMs specific to
certain tasks. Ye et al. (2023a) trains an example
retriever and considers the interaction among them.
Nguyen and Wong (2023); Li and Qiu (2023a); Li
et al. (2024) distill representative examples from
the corpra. Wang et al. (2024) treats LLMs as
latent variables and pre-trains concept tokens for
demonstration selection. Iter et al. (2023) selects
demonstrations with the lowest cross-entropy dif-
ference with a test example. More recently, Chen
et al. (2023) prompts large language models to gen-
erate demonstration examples instead of relying on
retrieval methods.

Since Lu et al. (2022) demonstrates that the order
of demonstration significantly influences the per-
formance of ICL, numerous methods have emerged
to determine the optimal order for different tasks.
To name some, Wu et al. (2022) evaluate various
permutations of demonstrations through the lens of
information compression. (Liu et al., 2022) arrange
examples based on their similarities with the input
instance. Xu et al. (2024) rank selected demonstra-
tions according to label distributions. Xiong et al.
(2023) employs a PCA-based re-ranking method
to reorder retrieved examples. Zhang et al. (2024)
proposed Batch-ICL from the perspective of meta-
gradient aggregation.

7 Conclusion

Although existing ICL methods have succeeded
across various downstream NLP tasks, they over-
look the evaluation of the demonstration configura-



tion cost, which induces an unfair comparison of
ICL methods. In this paper, we first illustrate the
positive co-relationship between the performance
and the DC cost. Then we call for a two-dimension
evaluation considering both of the aspects. Based
on the new evaluation results, a simple yet effective
strategy is proposed to reduce the DC cost. Ex-
periments proved such a strategy achieves better
trade-offs between the proposed two dimensions.

Limitations

This study explored the relationships between
ICL performance and DC cost, calling for a two-
dimensional evaluation paradigm. Nonetheless,
several limitations persist. Firstly, our investiga-
tion relied on generic ICL templates, overlooking
potentially more refined alternatives like Mot (Li
and Qiu, 2023b) and self-instruct (Wang et al.,
2022b). Secondly, we only conducted experiments
on text classification tasks and did not consider
more challenging tasks like text generation tasks,
which serve as our future work. Thirdly, due to
time constraints, we did not conduct experiments
that consume greater DC costs in the bi-objective
evaluation for comparison, such as methods that
require querying LLMs tens of thousands of times.
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A Summarization of Demonstration
Configuration Methods

In this section, we provide a detailed elaboration on
the selected demonstration configuration methods
and present a summary of these methods in Ta-
ble 5. A more comprehensive description of these
methods can be found in their initial papers.

Model Selection Ordering Val. Data

Example Selection Methods

Random ✗ ✗ ✗

TopK ✓ ✗ ✗

DataModel ✓ ✗ ✓

Example Ordering Methods

GlobalE ✗ ✓ ✓

LocalE ✗ ✓ ✗

MDL ✗ ✓ ✗

Hybrid Methods

TopK+LocalE ✓ ✓ ✗

TopK+MDL ✓ ✓ ✗

Table 5: The summarization of the selected configura-
tion methods. Val. Data marked with ✗ means that the
method validates a candidate demonstration on the test
set without visible gold labels.
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Example Selection Methods Random randomly
selects examples from the training set D. TopK se-
lects the top K examples based on similarities cal-
culated using the Sentence Transformer (Reimers
and Gurevych, 2019).

sim(x, di) = fst(x) · fst(di)⊺ (2)

where fst represents the SentenceBERT (Reimers
and Gurevych, 2019) function that maps texts
into embeddings. DataModel pre-trained a data-
model (Ilyas et al., 2022) to select examples.

sim(x, di) =
∑

x∈Dval

∑
j

1{ŵx(di, pi) > 0} (3)

ŵ is the weight from the pre-trained data model,
which denotes the effectiveness of example di when
it appears in the permutation pi. It is noteworthy
that a pre-trained datamodel can rank examples
without visiting a specific test input.

Example Ordering Methods GlobalE aims to
mitigate the issue of highly imbalanced predictions.
It calculates a global entropy based on the predic-
tion results on the downstream task:

e(pi) =
∑
v∈V

−pvi log pvi , (4)

pvi is the proportion of v-class predictions using pi
as prompt on a validation set. LocalE computes a
local entropy to avoid model overconfidence.

e(pi,j) =
−
∑

j

∑
v∈V pvi,j log pvi,j
|Dval|

(5)

pvi,j is the probability of class v on the j-th valida-
tion example using pi as prompt. For the k-th test
input x, MDL evaluates the codelength metric as
follows:

e(pi,k) = −
∑
v∈V

q(v|V) log2 pvi,k

= −
∑
v∈V

pvi,k log2 pvi,k
(6)

pvi,k is the probability of class v when pi serves as
the prompt of the k-th test instance.

Hybrid Methods TopK+LocalE uses TopK
and LocalE for example selection and ordering.
TopK+MDL combines TopK and MDL.

B Experimental Settings

General settings In this paper, we employ
four open-source language models, namely
GPT2-medium, GPT2-xl (Radford et al., 2019),
OPT-2.7B, OPT-6.7B (Zhang et al., 2022a),
and two closed-source models for experiments
(e.g., davinci-002, gpt3.5-turbo). We select
SST2 (Socher et al., 2013), SST5 (Socher et al.,
2013), Trec (Li and Roth, 2002; Hovy et al., 2001),
and AgNews (Zhang et al., 2015) to evaluate all
the demonstration configuration methods, repre-
senting 2-class, 5-class, 6-class, and 4-class clas-
sification tasks, respectively. If a dataset does not
contain a validation set initially, we randomly se-
lect examples from the training set to construct it.
For each of these datasets, we conducted few-shot
experiments using 4, 5, 6, and 4 examples from
the training set, respectively. All reported results
represent average accuracy over 5 distinct seeds.
The language models were executed on hardware
configurations including Tesla V100-PCIE-32GB,
NVIDIA GeForce RTX 4090, or NVIDIA A800
80GB PCIe, and access to the closed-source mod-
els was facilitated through APIs 3.

Templates for demonstration construction We
utilize the first template for the sentiment classifica-
tion task (SST2 and SST5) and the second template
for the topic classification task (Trec and AgNews).
(1) Review: <X> Sentiment: <Y>

(2) Article: <X> Answer: <Y>

where <X> denotes the input text and <Y> is the
corresponding label.

Settings for pilot study In our pilot study, we
assess six methods across SST2 and SST5 datasets,
as depicted in Figure 1. The demonstration exam-
ples are drawn from the original training set, and
all reported results are evaluated on the respective
original test sets for the four tasks. Notably, Glob-
alE and DataModel utilize the original validation
set for demonstration validation, whereas LocalE,
MDL, TopK+LocalE, and TopK+MDL directly em-
ploy the corresponding test set for validation with-
out visible gold labels, as detailed in Table 5. Re-
garding the specific settings of sub-figures, the x-
axes of GlobalE, LocalE, and MDL share the same
scales, while DataModels, TopK/TopK+LocalE,
and TopK+MDL are set to the same scales. We
select examples based on the shots required for

3https://openai.com/api/
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Figure 3: The relationships between performance and the diversity of candidate demonstrations. Diversity measures
the probability of various examples within the demonstrations being ordered. For instance, when the x-axis is set
to 5, we choose 5 examples using either the random or TopK method, and then sample 24 sequences from the
full permutation of these 5 examples for validation. When the number of selected sequences remains constant,
increasing the data on the x-axis leads to a greater variety of examples included in the selected sequence.

the corresponding tasks for Random, TopK, Glob-
alE, LocalE, and TopK+LocalE. For MDL and
TopK+MDL, adhering to their initial settings, we
select a pool containing 10 candidate examples
and further construct demonstrations by randomly
selecting examples and ordering from the pool ac-
cording to the shots. For DataModel, we sample
100 and 200 data points from the original validation
sets of SST2 and SST5, respectively. Next, for both
tasks, we sample 4 or 5 examples from the training
set 500 times and generate two random permuta-
tions of the selected examples each time to con-
struct candidate demonstrations. These constructed
demonstrations are then inputted into LLMs, re-
sulting in output logits across the downstream task.
Subsequently, the candidate demonstrations and
their corresponding outputs are utilized for training
a datamodel.

Settings for two-dimensional evaluation The
experimental settings of results in Table 1 largely
mirror those of the pilot study, with the exception
of varying Dynamic Control (DC) costs. In Table 2,
we standardize the DC costs across different meth-
ods by adjusting the number of example permuta-
tions and validation data. Since different methods
employ varied example selection approaches and
validate demonstrations on either the validation or
test set, it’s crucial to maintain consistency in the
number of validation data. Inspired by existing
studies (Chang and Jia, 2023), we randomly select
300 data from each task’s training, validation, and
test sets to obtain datasets used in Table 2, keeping
their original label distribution as much as possible.
Different from other tasks, the number of selected
data on AgNews is set to 100 for more efficient

inference. Due to inconsistencies in the test sets,
comparing scores in identical positions between
Table 2 and Table 1 lacks significance.

Settings for experiments with zero cost For
more efficient experiments, the results in §5
are also evaluated on the sample small datasets.
Particularly, for results in Table 4, we set the
temperature of the davinci-002 and gpt-3.5-turbo
to 0 and use a simple instruct for the Zero-shot
method as follows:

SST2: Classify the following text into
categories: negative, positive.

SST5: Classify the following text into
categories: terrible, bad, okay, good,
great.

Trec: Classify the following text into
categories: world, sports, business,
technology.

AgNews: Classify the following text
into categories: expression, entity,
description, human, location, number.

C The Effect of the Diversity of
Candidate Demonstrations

This section demonstrated that a better trade-off
could realized by controlling the diversity of candi-
date demonstrations. The experimental results are
shown in igure 3.

D The Overlap of Demonstrations
Selected by Different LMs

To better visualize the transferability property
across different models, we examine the selected
demonstrations with DataModel configured at dif-



Model SST2 SST5 Trec AgNews

OPT-6.7B 26% 14% 12% 54%
OPT-13B 18% 18% 14% 60%
OPT-6.7B&13B 14% 10% 2% 42%

Table 6: The overlap between the selected demon-
strations utilizing DataModel configured with GPT2-
medium and those employing OPT-6.7B or OPT-13B
models.

ferent parameter scales. Table 6 shows that a small
model might optimize the same demonstrations
with a large model from the same example pool,
which proves that small models are indeed capable
of curating a high-quality demonstration. Table 7
and Table 8 show the overlapped examples selected
by DataModel based on GPT2-medium, OPT-2.7B,
and OPT-13B.



Text Label

But seriously, folks, it doesn’t work. negative

Little more than a stylish exercise in revisionism whose point ... is no doubt true,
but serves as a rather thin moral to such a knowing fable. negative

should have gone straight to video. negative

... hokey art house pretension. negative

average B-movie with no aspirations to be anything more. negative

Plunges you into a reality that is, more often than not, difficult and sad, and then,
without sentimentalizing it or denying its brutality, transforms that reality into a
lyrical and celebratory vision. positive

intriguing look at the French film industry during the German occupation;
its most delightful moments come when various characters express their quirky inner selves. positive

Table 7: Overlapped examples selected by DataModel based on GPT2-medium, OPT-2.7B, and OPT-13B across
SST2.

Text Label

big whoop, nothing new to see, zero thrills, too many flashbacks and a choppy ending
make for a bad film. terrible

exploitative and largely devoid of the depth or sophistication that would make watching such a
graphic treatment of the crimes bearable. bad

The gags are often a stitch. good

there’s a lot to recommend read my lips. good

he nonetheless appreciates the art and reveals a music scene that transcends culture and race. great

Table 8: Overlapped examples selected by DataModel based on GPT2-medium, OPT-2.7B, and OPT-13B across
SST5.
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